
Journal of Traffic and Transportation Engineering 3 (2015) 255-265 
doi: 10.17265/2328-2142/2015.05.001 

 

Engaging Nash-Sutcliffe Efficiency and Model Efficiency 

Factor Indicators in Selecting and Validating Effective 

Light Rail System Operation and Maintenance Cost 

Models 

Xiaohui Zhong1 and Utpal Dutta2 
1. Department of Mathematics and Computer Science, University of Detroit Mercy, Detroit MI 48221, USA 

2. Department of Civil, Architectural and Environmental Engineering, University of Detroit Mercy, Detroit MI 48221, USA 

 

Abstract: A set of LR (light rail) transit O&M (operation and maintenance) cost models were derived as functions of system attributes, 
namely Directional-Route-Miles, Train-Revenue-Hours, Train-Revenue-Miles, Peak Passenger Cars and Annual Passenger Trips. 
These models were developed based on the data of 12 LR facilities in the United States from 2004~2008 reported on the National 
Transit Database. The models were then validated with newer data of the same systems from 2009~2011. Instead of using the 
traditional R-squared, NSE (Nash-Sutcliffe efficiency) was employed for model selection. Furthermore, MEF (model efficiency factor) 
indicators were used to validate model’s performance. When compared to the actual data, the prediction ability of these new models 
was superior to those of previously developed PFM (power factor models). 
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1. Introduction 

The projection of O&M (operating and maintenance) 
costs is an important component of the planning of any 
new LR (light rail) transit system. According to FTA 
(Federal Transit Administration), determination of 
O&M costs of any planned LR transit system is 
significant for two reasons [1]: 
 The design year O&M costs estimate is a critical 

factor while determining cost effectiveness of a LR 
transit system; 
 The projections of yearly planned O&M costs are 

crucial to the development of financial plans that cover 
the service lifetime process of construction and 
operation. 

According to the NTD (National Transit Database), 
an LR transit system’s total O&M costs has four 
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components: (1) vehicle operation costs; (2) vehicle 
maintenance costs; (3) non-vehicle maintenance costs; 
(4) general administrative costs. Vehicle operation 
costs represent over 40% of the total O&M costs, 
followed by vehicle maintenance costs at 23% and 
general administrative and non-vehicle maintenance 
costs at close to 17% each [2]. 

At the Transportation Research Board 2013 Annual 
Meeting, the authors presented a set of LR transit cost 
models predicting total O&M costs and its four 
component costs based on some system attributes using 
2004~2008 NTD data [3]. These models are called 
PFM (power factor model) and are presented in   
Table 1.  

2. Definition of Light-Rail Systems, System 
Attributes and System Costs 

The definitions of independent/dependent variables 
included in the PFM models, as well as models 
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developed as a part of this study, are presented in this 
section. It is to be noted that no attempts were made to 
convert units of independent variables into metric 
system, since model is based on the data reported in 
NTD, representing system attributes of the transit 
systems in the US cities. 

All variables were reported in annual basis. More 
detailed explanations can be found in the author’s 
previous paper [3] and NTD glossary [4]: 

(1) LR (light rail): a transit mode that typically is an 
electric railway with a light volume traffic capacity 
compared to HR (heavy rail);  

(2) Peak Passenger Cars in operation/vehicles 
operated in annual maximum service (A): the number 
of LRV (LR unit vehicles) required to providing peak 
headways including spare vehicles; 

(3) Annual Train Revenue Hours (B): the hours that 
trains are scheduled to or actually travel while in 
revenue service (actual train revenue hours) plus 
deadhead hours in one year. Actual train hours include 
layover/recovery time but exclude hours for charter 
services, operator training and vehicle maintenance 
testing; 

(4) Annual Train Revenue Miles (C): the miles that 
trains are scheduled to or actually travel while in 
revenue service in one year. Train revenue miles 
exclude:  
 deadhead; 
 training operators prior to revenue service; 
 vehicle maintenance tests; 
 charter services; 
(5) Directional-Route-Miles (D): the mileage in 

each direction over which LR transit travels while in 
revenue service; 

(6) Annual Passenger Trips (G): the number of 
passengers who board operational revenue vehicles. 
Passengers are counted each time they board vehicles, 
no matter how many vehicles they use to travel from 
their origin to their destination;  

(7) O&M costs: the operation and maintenance 
costs which can be incurred or categorized to one of the 

following areas: 
 vehicle operations: all activities associated with 

vehicle operations including but not limited to:      
(1) revenue vehicle movement control; (2) scheduling 
of transportation operations; 
 vehicle maintenance: all activities associated with 

revenue and non-revenue (service) vehicle 
maintenance, including: (1) inspection and 
maintenance; (2) repair due to accident and vandalism; 
(3) servicing (cleaning, fueling, etc.) vehicles; 
 non-vehicle maintenance: all activities associated 

with facility maintenance, including but not limited to: 
(1) operation of electric power facilities; (2) structures, 
tunnels and subways; (3) passenger stations, operating 
station buildings, grounds and equipment;         
(4) communication systems; 
 general administration: all activities associated 

with the general administration of the transit agency, 
including but not limited to: (1) transit service 
development, data processing and planning;        
(2) injuries, damages, safety, insurance and legal 
service; (3) finance and accounting, real estate 
management and marketing; (4) office management 
and services, personnel administration. 

In this study, annual costs reported by NTD under 
vehicle operation, vehicle maintenance, non-vehicle 
maintenance and general administration are called the 
vehicle operation costs, vehicle maintenance costs, 
non-vehicle maintenance costs and general 
administration costs, respectively. In our models, they 
were designated as Y1, Y2, Y3 and Y4. The summary of 
all four costs of the system is called the total O&M 
costs, denoted as Y. The relation between all these 
costs is simply Y = Y1 + Y2 + Y3 + Y4. 

The PFM models cited before were developed by 
using related cost data and system attributes of      
12 systems from 2004 to 2008. Those data were 
collected from the FTA managed NTD database. These 
12 LR transit systems coded as LR by the NTD existed 
since 2004 thus provided maximum data source. The 
12 LR systems selected are: 
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 Baltimore: MTA (Maryland Transit 
Administration); 
 Dallas: DART (Dallas Area Rapid Transit); 
 Denver : RTD (Regional Transportation District); 
 Houston: METRO (Metropolitan Transit 

Authority of Harris County); 
 Minneapolis: Metro transit (METRO); 
 New Orleans: NORTA (New Orleans Regional 

Transit Authority); 
 Portland: TriMet (Tri-County Metropolitan 

District of Portland); 
 Philadelphia: SEPTA (Southeastern Pennsylvania 

Transportation Authority); 
 Sacramento: RT (Regional Transportation 

District ); 
 Salt Lake City: UTA (Utah Transit Authority); 
 San Jose: Santa Clara VTA (Valley 

Transportation Authority); 
 St. Louis: Bi-State Development Agency 

(METRO). 
As we reviewed our previously-derived PFM 

models, as well as their output, we observed the 
following: 
 Directional-Route-Mile (D) variable is a 

significant factor driving all costs determined by 
stepwise regression process; 
 Deviation between predicted costs versus actual 

costs are in millions of dollars; 
 R2 values were computed based on transformed 

data (such as log of independent variables) and not 
actual data (more about R2 can be found in Section 4). 

In light of above mentioned fact, the authors 
attempted to derive a new set of models (Zhong-Dutta 
models) with an objective to minimize deviation 
between predicted and actual cost. Since the variable 
Directional-Route-Mile (D) is common to all models 
and the behaviors of the costs vary significantly by this 
factor, it is decided that cost and system data will be 
divided into two sets based on D upto 40 miles and D 
greater than 40 miles. Relative uniformity of cost 
values were observed among systems with D greater 

than 40 miles. Also annual ridership data were included 
as a part of this study. A close review of NDT data 
indicated that total O&M costs generally increase with 
the increase in ridership. Data presented in Table 2 also 
showed this general trend. 

The objective of this study is to develop a set of more 
efficient models addressing above mentioned issues 
using 2004~2008 data and then validate the models 
with 2009~2011 system performance and cost data. In 
this context, attempts were made to develop: 
 better cost models than previously-derived PFM 

models by including the influence of ridership in cost; 
 two distinct sets of models considering 

Directional-Route-Miles (D) greater than 40 miles and 
upto 40 miles; 
 better performance indicator, such as NSE 

(Nash-Sutcliffe efficiency) factor, to evaluate the 
performance of the newly-derived models; 
 the MEF (model efficiency factor) for model 

validation by using new sets of data from 2009 to 2011. 

3. Model Development 

A set of non-linear models (Zhong-Dutta models) 
were developed for total O&M costs and its 
components by using stepwise regression analysis. 

These models are black box systems using stepwise 
regression techniques to link the inputs: 
Directional-Route-Miles (D), Train-Revenue-Hours 
(B), Train-Revenue-Miles (C), Peak Passenger Cars in 
Operation (A) and Annual Passenger Trips (G), to 
model the costs of the LR system in the United States. 
These models represent some general aspects of a 
cost’s response without going deeply into the real 
physical processes of operations of LR transit systems, 
and physical units of the attributes were not considered. 
The stepwise regression identifies the dominance of 
system variables on total O&M costs and its 
components. 

The derived models were based on the reported data 
elements of various LR systems in the NTD database 
from 2004 to 2008. The NTD data were self-reported 
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by the transit systems on annual basis. Even though the 
transit agencies carefully follow the specification 
requirement in reporting, there are still chances for 
misclassification or omission of information due to 
interpretation of each specification, in spite of FTA’s 
strict quality assurance review process. The derived 
models will have the influence of reporting errors, as 
well as other error. The objective of this effort is to 
have the predicted costs to be as close as possible to the 
actual values as a system of whole.  

4. Model Selection Criteria 

Traditionally, when a set of data (x1i, x2i,..., xmi, yi,  
i = 1, 2,..., n) is available, a mathematical model     
ŷ = f(x1, x2,..., xm) can be created to predict the values 

of y based on the values of xj, j = 1, 2,..., m, where y is 
respondent variable and values of xj (j = 1, 2,..., m) are 
the independent variables. The common method to 
evaluate such model is to calculate the coefficient of 
determinant, the R-squared. The detailed definition of 
R-squared is: 
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observed values of yi. 
When the model is linear, it measures the “goodness” 

of fit of the data to the line and this value is always 
between 0 and 1. It also measures relative magnitude of 
the residual variance compared to the measured data 
variance [4]. The closer the value is to 1, the better the 
data “fit” to the line. It is a common practice to seek for 
an R-squared value of at least 0.5 and as high as 
possible. 

However, if the data are transformed to obtain a 
pseudo-linear model, the R-squared is calculated based 
on the transformed data and it measures the fit of 
predicated value on the transformed data. Because of 
the distortion of the original data, the sense of direct 

measurement of deviation between the predicted and 
actual value is lost. For example, a power model      
y = axb

 can be obtained by the linear regression on 
logarithmic transformation of xi, yi. The R-squared is 
calculated by: 
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A high value (close to 1) of this R-squared indicates 

that the predicated values of log ˆiy  is a good fit to the 

values of log iy , but this “goodness” is not necessarily 

translated back to the “closeness” of the values of iŷ  

to the values of .iy  Sometimes, it may result in a very 

bad prediction. In case like this, the R-squared read 

directly from the output of software (such as EXCEL, 

SAS, SPSS, etc.) may give a false impression of an 

efficient model.  
Once a nonlinear transform is made to the data, the 

influences of the data values will change, as well as the 
error structure of the model and the interpretation of 
any inferential results. These may not be desired effects 
of the application. Therefore, use of a nonlinear 
transformation requires extra caution. In addition, 
depending on what the largest source of error is, a 
nonlinear transformation may distribute the errors in a 
normal fashion, so the choice to perform a nonlinear 
transformation must be informed by modeling 
considerations. 

As a result, R-squared is not the best indicators to 
evaluate the trans-linear models [5, 6]. If the model is 
trans-linear, there are many ways to determine the 
efficiency of models. One straightforward way to 
select the model is to use the RMSE (root-mean-square 
error). RMSE represents the differences between values 
predicted by a model or an estimator and the values 
actually observed [7, 8]. The formula for RMSE is: 
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One drawback in using RMSE is that it can be very 
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large in magnitude depending on the units of the 
predicted values. It is also difficult to compare models 
for different systems or in different formats. 

To overcome the shortfall of RMSE and the authors 
decided to use the NSE factor introduced by Nash and 
Sutcliffe [9] to determine the efficiency of the models: 














n

i
i

n

i
ii

yy

yy
NSE

1

2

1

2

)(

)ˆ(
1

        

 (4) 

This formula is the same as the R-squared of the 
linear regression but applied directly to the original 
data on any model. For the non-linear models, NSE can 
be negative. It actually ranges from −∞ to 1. As usual, 
investigators seek for an NSE value close to 1. A 
negative NSE indicates an unacceptable model 
performance. This is one of the recommended 
indicators for model efficiency in the field of hydrology, 
as well as many other applications [6, 10-13]. Similar 
to RMSE, NSE alone is not an adequate indicator [14]. 
Together with RMSE, they form a set of model 
selection criteria which offsets the limitation of each 
other. Moreover, MEF is introduced later in model 
validation section to give a full interpretation of NSE 
from different prospective.  

Using the technique of stepwise regression, a 
number of non-linear models were developed for each 
component of the costs and the total O&M costs for 
systems with D upto 40 or greater than 40 miles, 
respectively. It is to be noted that step-wise regression 
has identified Directional-Route-Miles (D) as the most 
significant independent system variable among the 
four variables considered (P-values less than 0.05).  

Based on the lowest values RMSE and highest values 
of NSE, a set of models were finally adapted. These 
models and previously developed PFM are presented in 
Table 1. The RMSE and NSE values of these models 
were computed using Eqs. (3) and (4), and are 
presented in Table 3. 

5. Characteristics of Zhong-Dutta Models 

A review of Tables 1 and 2 reveals the following:  

 Directional-Route-Miles (D) appears in all 
models irrespective of the format of the models and the 
size of the systems. This is consistent with the finding 
of the previous study [3] that D was a dominant factor 
driving all costs (reflected by its large coefficients). 
This can be interpreted that the costs of operating   
and maintaining a LR transit systems are heavily 
impacted by the infrastructure, that is, the length of the 
routes; 
 Peak Passenger Cars in Operation (A) is the next 

important factor affecting the costs (also has relatively 
large coefficients). This variable appears in all models 
except for the general administration costs for the 
systems with D upto 40 miles. The distinct behavior of 
the general administrative cost will be explained in 
more detail in next section; 
 The newly introduced variable Annual Passenger 

Trips (G) affects the models in similar manner in both 
systems. First of all, for both systems, the ridership 
does not significantly affect the vehicle operation costs. 
Such result is consistent with findings of other  
research [15]. Second, this variable affects the total 
O&M costs positively with interaction with D in both 
systems. Finally, even though the effects are mixed, 
this variable appears in all other models except for the 
non-vehicle maintenance costs in the systems with D 
greater than 40 miles;  
 The variables B (Train-Revenue-Hours) and C 

(Train-Revenue-Miles) generally indicate the 
effectiveness of the transit system [15] their influence on 
the non-vehicle-maintenance costs is least in either 
system according to the Zhong-Dutta models. This result 
is very different from the PFM models where C drives up 
this part of costs and B did not show significant effects; 
 As stated before, selection of each model was 

done independently based on RMSE and NSE values, 
irrespective of its connection to total cost, since 
prediction efficiencies of each model also varies. For 
example, Y1 (D greater than 40 miles) has higher 
prediction efficiency than the Y model. Furthermore, 
the models are non-linear, mathematically Y1, Y2, Y3 
and Y4 should not add up to Y; 
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 For systems with D greater than 40 miles, B has 
the adverse effect on all costs except the vehicle 
maintenance costs. Usually in a closed system with 
fixed Directional-Route-Miles, the slight increase of 
the level of Train-Revenue-Hours will cause the 
similar increase of other system variables. The 
negative terms of B will have the effect of balancing 
the increase of these variables on the costs such that the 
costs are kept at the same level. For the vehicle 
maintenance costs, it can be explained that the effects 
are offset by positive and negative terms involving 
with B. Similar effects can be found for C. Such 
findings indicate that the systems with D greater than 
40 miles are cost-effective in terms of productivities, 
agreeing with the findings of other studies [16, 17]; 
 For systems with D upto 40 miles, B has no 

significant effect on the vehicle operation costs, the 
total O&M costs, as well as the non-vehicle 
maintenance costs. But this variable does lower the 
vehicle maintenance costs and general administration 
costs. The systems with higher B are more 
cost-effective. But the effect of C is on the opposite 
direction; It drives up the vehicle operation costs, 
general administration costs and the total O&M costs, 
while not affecting the other two costs; 
 For the efficiency of the Zhong-Dutta models, 

they all achieve the better accuracy than the PFM 
models measured in terms of RMSE and NSE. For the 
systems with D greater than 40 miles, the decreases in 
RMSE range from 13.6% to 53.9%, with the greatest 
improvement in general administration costs. For 
system with D upto 40 miles, the decreases in RMSE 
are even bigger, ranging from 24.8% to 65.2%, 
showing greater improvement. These smaller RMSEs 
mean that the overall prediction of the costs will be a 
lot more closer to the actual ones than those predicted 
by the PFM models which is one of the objective of this 
study;  
 While comparing the NSE values between the 

Zhong-Dutta models and PFM models of non-vehicle 
maintenance cost, it is observed that the newer models 

are able to provide better predication. PFM models did 
not achieve the desired accuracy.  

Overall, the newly-developed models are superior to 
the originally developed PFM models. Meanwhile, 
they also inherit the useful and significant information 
and findings from the previous study. To reaffirm these 
findings, we will use the newer information from NTD 
to validate these new models. 

6. Model Validation 

One approach of validating the models is to evaluate 
the models with newer information or data that was not 
used for developing the models. Once models were 
adopted based on highest value of NSE, the validity of 
models were evaluated by using new set of cost and 
system data of facilities from 2009~2011.  

One can use RMSE to measure the accuracy. As 
mentioned above, the RMSE is the average magnitudes 
of the errors in predictions for overall observations in a 
single measure of predictive power. However, even 
RMSE is a good measure of accuracy, it is 
scale-dependent. This indicator itself can be very large 
in value and it is hard to determine its magnitude 
without a reference point. For the purpose of this study, 
we derived a factor named MEF by normalizing RMSE 
to reflect the performance indicator of the model:  


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2)(
       (6) 

The validation of models aims for smaller values of 
MEF. While this value ranges from 0 to ∞, the lower 
the MEF, the better the models perform. The ultimate 
state is that MEF = 0 indicating an error-free model 
which is not realistic. 

It is noted that: 
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NSEMEF  1             (7) 

This relationship gives a better interpretation of NSE 
which was addressed by McCuen [18]. 

The MEF factors calculated for new models, as well 
as old PFM models are presented in Table 4. 

7. Discussion on Model Validation 

Following summarizes the findings of model 
validation based on MEF values (Table 4) of the 
models: 
 When comparing MEF factors of Zhong-Dutta 

models and PFM models, it is found that the MEF 
values are smaller than those of PFM models for both 
systems with D greater than 40 miles and D upto    
40 miles, representing robustness of Zhong-Dutta 
models; 
 When comparing MEF factors for models 

between systems with D greater than 40 miles and the 
systems with D upto 40 miles, the MEF values of 
systems with D greater than 40 miles are always 
smaller, reflecting models perform better in these 
systems; 
 For systems with D greater than 40 miles, MEF of 

all models always showed values smaller than 1, 
indicating that all models including Zhong-Dutta and 
PMF are capable of predicting the values at the 
acceptable levels. But the Zhong-Dutta models 
consistently have better quality than the old models.  

Even though Zhong-Dutta models for systems with 
D upto 40 miles shown improvement over the PFM in 
terms of MFE values, these values are relatively high 
with some values slightly greater than 1. These 
relatively high MFE values may indicate that the 
predictions with new models for the systems with D 
upto 40 miles did not reach the satisfactory level as 
desired.  

To investigate the causes behind the relatively 
higher MEF values of all models for systems with D 
upto 40 miles, the authors analyzed the 2009~2011 
data presented in Table 2 for all three facilities 

remained in this system. These facilities are Houston 
(D = 14.8 miles), New Orleans (D = 33.5 miles in 2009 
and D = 25.3 miles in 2010~2011), and Minneapolis 
(D = 24.7 miles). Furthermore, average percent 
distribution of cost components is presented in    
Table 5. 

The analysis of data and statistics in Tables 2 and 5 
reveals the following: 
 In comparing the systems of Houston and New 
Orleans, it is found that New Orleans is a bigger system 
in terms of Peak Passenger Cars (A), 
Train-Revenue-Hours (B) and 
Directional-Route-Miles (D). Though the 
Train-Revenue-Miles (C) are at the similar level, but 
the ridership (Annual-Passenger-Trips (G)) of New 
Orleans is only half of that of the Houston. The values 
of all these independent system variables are consistent 
with those reported in 2004~2008. But the average 
total  O&M costs  (Y) of New  Orleans in  2009~2011 is 
about 7 million more than that of Houston, which is  
50% of the average total O&M costs of Houston. Such 
huge difference in total O&M costs was not shown in 
the 2004~2009 data. With these data, Zhong-Dutta 
models gave a very close prediction in total O&M costs 
(Y) for Houston but underestimated the total O&M 
costs of New Orleans by an average of $6,000,000 
because this cost was driven down by the lower 
ridership in the model; 
 In case of Houston and Minneapolis systems, it 

can be seen that Minneapolis is bigger in terms of Peak 
Passenger Cars (A), Train-Revenue-Miles (C) and 
Directional-Route-Miles (D) with similar levels of 
Train-Revenue-Hours (B) and Annual Passenger Trips 
(G). The total O&M costs of the system of Minneapolis 
were the highest one among all systems in years 
2004~2008. In compensating the estimate of costs of 
other systems, the models did not predict this system 
well to begin with. So the model inherited the bias 
estimate costs for this system; 
 Comparison of the New Orleans and Minneapolis 

shows that these two systems are very similar, except 
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that the proportions of Train-Revenue-Hours (B) and 
Train-Revenue-Miles (C) are reciprocal. When 
estimating Y, B is not a factor and C is a significant 
factor, the difference in values of C making the total 
costs of these two systems off the target; 
 The cost component distributions are totally 

different from system to system. Houston’s general 
administrative costs were unrealistically low while 
New Orleans costs were very high.  

None of the systems had cost components in line 
with the general rule: Y1 = 42%, Y2 = 23%, Y3 = 17%,  
Y4 = 18% (Table 5); 
 Total O&M costs of two of the three systems 

increased dramatically even though system attributes 
were unchanged. For example, for New Orleans, the 
total O&M costs changed from 12~14 million in 
2004~2008 to 20~25 million in 2009~2011. That was 
an increase of 60% (average) over three years. 
Minneapolis experienced a slightly lower increase and 
Houston’s cost remained at the similar level.  

The authors contacted NTD program manager by 
email regarding the inconsistencies of this set of data. 
Following responses were provided: 
 Allocation of cost distribution is not native to their 

accounting system for some facilities and is often done 
on a proportional basis (which can look a bit arbitrary);  
 Also, “you happen to have chosen two of our 

more challenging reporters (transit systems)”. 
These inconsistencies are reflected by higher MEF 

values in systems with D upto 40 miles. 

8. Conclusions 

In this study, annual data of total O&M cost and its 
components of the 12 existing LR transit systems of 
US cities from 2004~2008 were analyzed to derive a 
relationship with a number of system attributes namely: 
Directional-Route-Miles, Train-Revenue-Hours, 
Train-Revenue-Miles, Peak Passenger Cars, and 
Annual Passenger Trips. Particularly in this effort, data 
were divided into two sets based on 
Directional-Route-Miles greater than and upto      

40 miles. In our previous study, 
Directional-Route-Miles was identified as the most 
dominant factor. While examining data elements of 
various facilities, it was observed that uniformity of 
data exists in the systems with 
Directional-Route-Miles greater than 40 miles. Based 
on this observation, it was decided to split the data into 
two sets in terms of the size of Directional-Route-Miles. 
Such split resulted in the development of five cost 
models for each data set respectively. Furthermore, the 
models were validated by using 2009~2011 system 
performance and cost data.  

Using the technique of stepwise regression, a 
number of non-linear models were developed for each 
component of the costs and the total O&M costs for 
systems with D upto or greater than 40 miles, 
respectively. Based on the lowest values RMSE and 
highest values of NSE, a set of models were finally 
selected. The selected Zhong-Dutta models were also 
compared to the previously developed PFM models by 
using RMSE and NSE factor. The predictabilities of the 
new models are superior. Such superiority was also 
validated by examining the MEF factor using new data. 
The use of NSE and RMSE in model selection, instead 
of the traditional R-squared on the transformed data, is 
recommended for model formation, especially for 
non-linear models. Inconsistency on data reporting was 
observed on smaller LR facilities. More reliable 
models can be produced with consistent data. It is to be 
noted that no attempts were made to exclude data 
reporting error while developing models. However, 
Zhong-Dutta models have the ability to detect data 
inconsistency (higher MEF values). Furthermore, it is 
recommended that more attention should be placed 
while reporting operating data for facilities with 
smaller Directional-Route-Miles.  

These newly-developed Zhong-Dutta models should 
produce better and more accurate projection of total 
O&M costs of LR transit systems for the US cities. In 
the absence of a site specific model, these models 
should be very useful for any agency in the future 
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operation of existing LR systems and the planning 
phase of any city that is in the development of the 
system as a guideline. While the models are limited to 
the cost study for the LR transit systems in the US only, 
the study method, as well as model selection indicators, 
can be applied to study the O&M costs of the public 
transit systems in general. As new systems are being 
developed and NTD includes more LR transit systems 
reporting in the database, further researches can be 
done along this line to include some implicit influential 
aspects, such as geographical/demographical 
information, history of the systems and human factors. 
Also, the developed models can be further refined by 
including variables, such as PMT (passenger-miles 
traveled), track-miles, system route-miles and others 
which are mostly available in NTD. It is our goal to 
gauge the usefulness of the cost analysis in a wide 
range of public transit systems under various operating 
conditions in order to determine the factors which are 
likely to be more effective or less effective. The 
ultimate goal is to pinpoint some specific practices that 
may facilitate the efficacy of the cost management of 
public transit systems. 
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