Nonlinear Time-varying AR-ARCH Model Based on Chaos Prediction Model and its Statistical Significance Tests
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Abstract: We proposed some nonlinear versions of the AR-ARCH model, which is often used for financial computing but is based on the linear regression. Our nonlinear AR-ARCH model can temporally change its model parameters following the local structure hidden in the observed financial data. To confirm the validity of our model, we performed some statistical significance tests. First, as one of the learning processes, we performed the surrogate data test to the learning data, but we could not aggressively suggest that the original financial data have nonlinearity. However, from the viewpoint of predictive performance of the test data, our nonlinear models, especially the NAR-NARCH model, can improve the prediction accuracy of both of the return rate and the volatility. This improvement can be verified by the Wilcoxon signed-rank test.
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1. Introduction

In the field of financial engineering and computing, the return rate and its standard deviation (called as volatility) are mainly used for asset management such as portfolio theory and option pricing theory. Therefore, some time-series models have been proposed to learn their behavioral patterns from the past historical movements and to estimate their possible future values. As typical examples, the AR model is used for the return rate, and the ARCH model [1] is used for the volatility. Then, these can be mixed together as the AR-ARCH model [2, 3]. All of the above models are categorized into linear models because they are based on the multivariate linear regression. However, according to some previous studies [4, 5], financial markets might be so complex that linear models are not good enough to express them, and therefore it would be possible that higher order nonlinear models could work better. From this viewpoint, the present study modifies the original AR-ARCH model into its nonlinear versions by applying a local linear approximation method [6], which is one of nonlinear predictions based on the chaotic dynamical theory. By this modification, the regression coefficients of the AR-ARCH model can be time-varying by approximating each local structure of the nonlinear dynamics hidden in financial time-series data.

Next, to confirm the validity of our modification, we perform two kinds of statistical significance tests: the surrogate data test [7] and the Wilcoxon signed-rank test. The surrogate data test is often used in the field of nonlinear time-series analysis in order to investigate the existence of the nonlinearity hidden in the original time-series data. If the movement of the return rate or the volatility has any nonlinear properties, this means that our modification into nonlinear versions makes sense. This detail is explained in Section 4. Moreover, we can directly
compare the prediction accuracies given by the original AR-ARCH model and our modified nonlinear versions. For this comparison, we apply the Wilcoxon signed-rank, and this detail is mentioned in Section 5.

2. AR-ARCH Model

We denote the return rate of the $i$-th stock at the time $t$ as

$$ r_i(t) = \frac{x_i(t) - x_i(t-1)}{x_i(t-1)} $$

(1)

First, the AR model is defined as follows:

$$ \hat{r}_i(t + 1) = \beta_0 + \sum_{k=1}^{p} \beta_k r_i(t - k + 1) $$

(2)

where, the AR coefficient $\{\beta_k\}_{k=0}^{p}$ can be decided by the least squares method and the AR order $p$ can be decided by the CV (cross-validation) method or the AIC (Akaike information criterion) to avoid the overfitting problem. Then, the residual $e_i(t)$ corresponds to the prediction error, and therefore

$$ e_i(t) = r_i(t) - \hat{r}_i(t) $$

(3)

If the return rate $r_i(t)$ is the stationary stochastic process, $e_i(t)$~$N(0, \sigma_i^2)$. However, in financial markets, the volatility $\sigma_i(t)$ temporally changes, and namely $r_i(t)$ is well-known as the non-stationary process.

To model the movement of the volatility $\sigma_i(t)$, the ARCH model[1] is defined as follows:

$$ \hat{\sigma}_i^2(t + 1) = \theta_0 + \sum_{k=1}^{q} \theta_k e_i^2(t - k + 1) $$

(4)

$$ e_i(t) = \sigma_i(t) u_i(t) $$

(5)

Where, $u_i(t)$~$N(0, 1^2)$ and $u_i(t)$ is the residual of the ARCH model. Then, the ARCH coefficient $\{\theta_k\}_{k=0}^{q}$ can be decided by the maximum likelihood estimation, and the ARCH order $q$ can be decided by the CV method or the AIC.

The AR-ARCH model [2, 3] simultaneously applies these two models to predict the future return rate $\hat{r}_i(t + 1)$ by the AR model and to predict the future volatility $\hat{\sigma}_i(t + 1)$ by the ARCH model under the assumption of $r_i(t + 1) \sim N(\hat{r}_i(t + 1), \hat{\sigma}_i(t + 1))$.

In our study, we use the correlation coefficient $C_r$ to evaluate the prediction accuracy:

$$ C_r = \frac{\text{Cov}[r_i(t+1), \hat{r}_i(t+1)]}{\sqrt{\text{Var}[r_i(t+1)]\text{Var}[\hat{r}_i(t+1)]}} $$

(6)

$$ C_\sigma = \frac{\text{Cov}[\sigma_i(t+1), \hat{\sigma}_i(t+1)]}{\sqrt{\text{Var}[\sigma_i(t+1)]\text{Var}[\hat{\sigma}_i(t+1)]}} $$

(7)

However, we cannot observe the true value of $\sigma_i(t + 1)$, but can observe the prediction error $\hat{e}_i(t + 1) = r_i(t + 1) - \hat{r}_i(t + 1)$. Then, from Eq. (5),

$$ \sigma_i^2(t + 1) u_i^2(t + 1) = \hat{e}_i^2(t + 1) $$

(8)

Here, $\sigma_i^2(t + 1)$ is independent of $u_i^2(t + 1)$, and therefore

$$ E[\sigma_i^2(t + 1)] \cdot E[u_i^2(t + 1)] = E[\hat{e}_i^2(t + 1)] $$

(9)

Because $E[u_i^2(t + 1)] = 1$ and $\hat{e}_i^2(t + 1)$ has already been observed and fixed,

$$ E[\sigma_i^2(t + 1)] = E[\hat{e}_i^2(t + 1)] $$

(10)

$$ E[\sigma_i(t + 1)] = \sqrt{E[\hat{e}_i^2(t + 1)]} = |\hat{e}_i(t + 1)| $$

(11)

Therefore, we substitute $|\hat{e}_i(t + 1)|$ for the unobservable $\sigma_i(t + 1)$, and modify Eq. (7) into

$$ C_r = \frac{\text{Cov}[\sigma_i(t+1), \hat{\sigma}_i(t+1)]}{\sqrt{\text{Var}[\sigma_i(t+1)]\text{Var}[\hat{\sigma}_i(t+1)]}} $$

(12)

3. Nonlinear Version of AR-ARCH Model

As our scheme, we modify the AR-ARCH model into nonlinear versions by applying a nonlinear prediction method.

First, Eqs. (2) and (4) are generalized as follows:

$$ \hat{r}_i(t + 1) = F_1[r_i(t), r_i(t - 1), \ldots, r_i(t - p + 1)] $$

(13)

$$ \hat{\sigma}_i^2(t + 1) = F_2[e_i^2(t), e_i^2(t - 1), \ldots, e_i^2(t - p + 1)] $$

(14)

As shown in Eqs. (2) and (4), the AR and ARCH models are based on linear auto-regressive processes, and therefore $F_1$ and $F_2$ are linear functions. However, if the movements of the return rate $r(t)$ and its volatility $\sigma(t)$ include nonlinearity, nonlinear time-series models must be better. For this purpose, the present study applies the local-linear approximation method [6], which is one of nonlinear predictions based on the chaotic dynamical theory.

3.1 NAR-ARCH Model

The first modification only focuses the AR part of Eq. (2). Let us denote the input into $F_1$ of Eq. (13) as $\eta_i(t)$:
\( \nu_i(t) = [r_i(t), r_i(t - \tau), \ldots, r_i(t - (p - 1)\tau)] \) \hspace{1cm} (15)

From the viewpoint of the Takens’ embedding theorem, \( \nu_i(t) \) corresponds to the reconstructed attractor. Then, \( \tau \) is the delay time and \( p \) is the embedded dimension.

From the analogy with Eq. (2), we set \( \tau = 1 \) and optimize \( p \) by the CV method.

Next, to predict the future of \( \nu_i(t) \), we estimate \( \theta_i(t + 1) \) by learning the function \( F_i \) locally. For this purpose, the nearer neighbors from \( \nu_i(t) \) have more important information, and so we calculate the weight parameter as follows:

\[
\omega_i(t, a) = \exp (-b_i(t, a)) \hspace{1cm} (16)
\]

\[
l_i(t, a) = |\nu_i(t) - \nu_i(t - a)| \hspace{1cm} (17)
\]

Then, the weight matrix \( W(t) \) is defined by

\[
W(t) = \begin{bmatrix}
\omega_i(t, 1) & 0 & \ldots & 0 \\
0 & \omega_i(t, 2) & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \ldots & 0 & \omega_i(t, L - p)
\end{bmatrix} \hspace{1cm} (18)
\]

Where, \( L \) is the length of learning data. Moreover, we denote

\[
Y(t) = [r_i(t), r_i(t - 1), \ldots, r_i(t - L - p + 1)]^T \hspace{1cm} (20)
\]

and denote the local structure of the function \( F_i \) as \( F_1(t) \):

\[
F_1(t) = [\beta_0(t), \beta_1(t), \ldots, \beta_p(t)] \hspace{1cm} (21)
\]

Then, we can estimate it by minimizing the approximation error of

\[
W(t)Y(t) = W(t)X(t - 1)F_1(t), \text{ and therefore } \hspace{1cm} (22)
\]

\[
\hat{F}_1(t) = [X(t - 1)^TW(t)^TW(t)X(t - 1)]^{-1} \times X(t - 1)^TW(t)^TW(t)Y(t)
\]

This weighted least square method is a nonlinear approximation because the function \( F_1(t) \) can be time-varying and can be approximated by a hypersurface. However, if \( b = 0 \) in Eq. (16), the weighted parameters are meaningless and then \( F_i \) is globally approximated by a hyper plane. Namely, this is the same as the linear approximation of the AR model. For this reason, we set \( b = 1 \). Finally, by using

\[
\hat{Y}(t + 1) = X(t)\hat{F}_1(t) \hspace{1cm} (23)
\]

we can obtain the predicted return rate \( \hat{r}_i(t + 1) \) from the first element of \( \hat{Y}(t + 1) \). We call it the NAR model, where N stands for “Nonlinear.”

Next, to predict the volatility \( \sigma(t) \), the NAR-ARCH model uses the original ARCH part of Eq. (4) to fit the residual of the AR model \( \varepsilon_i = r_i - \hat{r}_i \), i.e., the prediction error of the NAR model.

### 3.2 AR-NARCH Model

The second modification only focuses the ARCH part of Eq. (4). At the beginning, the return rate \( \eta(t) \) is predicted by the AR model of Eq. (2), and some prediction errors \( \{\varepsilon_i(t)\} \) are observed historically as the residuals of the AR model. Next, we fit these prediction errors by the nonlinear approximation used in Section 3.1.

Similarly to Section 3.1, let us denote the input into \( F_2(t) \) of Eq. (14) as \( \nu_i(t) \):

\[
\nu_i(t) = [\varepsilon_i^2(t), \varepsilon_i^2(t - \tau), \ldots, \varepsilon_i^2(t - (q - 1)\tau)] \hspace{1cm} (24)
\]

From the analogy with Eq. (4), we set the delay time \( \tau \) to one and optimize the embedding dimension \( q \) by the CV method.

Next, we apply Eq. (24) to Eqs. (16)-(23), but we modify Eq. (20) into

\[
Y(t) = [\sigma_1(t), \sigma_1(t - 1), \ldots, \sigma_1(t - q + 1)]^T \hspace{1cm} (25)
\]

\[
= [|\varepsilon_i(t)|, |\varepsilon_i(t - 1)|, \ldots, |\varepsilon_i(t - q + 1)|]^T \hspace{1cm} (26)
\]

because the true values of \( \{\sigma_i(t)\} \) is unknown and so Eq. (11) is applied into \( Y(t) \). Moreover, we modify Eqs. (21)-(23) into

\[
F_2(t) = [\theta_0(t), \theta_1(t), \ldots, \theta_q(t)] \hspace{1cm} (27)
\]

\[
\hat{F}_2(t) = [X(t - 1)^TW(t)^TW(t)X(t - 1)]^{-1} \times X(t - 1)^TW(t)^TW(t)Y(t) \hspace{1cm} (28)
\]

\[
\hat{Y}(t + 1) = X(t)\hat{F}_2(t) \hspace{1cm} (29)
\]

From the first element of \( \hat{Y}(t + 1) \), we can obtain the predicted volatility \( \hat{\sigma}_i(t + 1) \). We call it the NARCH model, where N stands for “Nonlinear.” However, in Eq. (16), the NARCH model sets
b = \frac{1}{\langle w_i \rangle^2} \text{ to approximately equalize the scale of weight } w_i(t, \alpha) \text{ with the case of using Eq. (15).}

3.3 NAR-NARCH Model

Finally, we apply the NAR model defined by Eqs. (15)-(23) to predict the return rate \( r_i \), and then its prediction error \( e_i \) is used for the NARCH model defined by Eqs. (24), (16)-(19), and (25)-(29) to predict the volatility \( \sigma_i \). As a result, we can obtain both predicted values: \( \hat{r}_i(t+1) \) and \( \hat{\sigma}_i(t+1) \).

4. Surrogate Data Test for Nonlinearity of \( \tau \) and \( |\epsilon| \)

To confirm the advantage of using the NAR and/or NARCH model, we examine whether the temporal movements of \( r_i(t) \) and \( |e_i(t)| \) have nonlinear property. For this reason, the FS (Fourier shuffled) surrogate data test [7] can be applied.

Table 1 shows the detail of all the stock data used through this study. However, the surrogate data tests are performed only by the learning data as one of the learning processes.

The FS surrogate data are reproduced by randomly shuffling the phases of the Fourier transform of the original time-series of \( \{r_i(t)\}_{t=1} \) and \( \{|e_i(t)|\}_{t=1} \). Then, each inverse Fourier transformed series is modified so as to have the same frequency distribution as the original data. This FS surrogate data can preserve only linear properties such as the power spectra and the frequency distribution of the original data, but destroys high-order properties such as nonlinearity. If the FS surrogate data test reveals a significant difference between the original data and its surrogate data, we can conclude that nonlinearity is an essential property to identify the original data. In each surrogate data test, we generate 60 surrogate data sets, and apply the nonlinear prediction mentioned in Section 4 to all of the surrogate data sets and the original data. Here, let us denote their prediction accuracies as \( C_r(s) \) and \( C_\sigma(s) \), where \( s = 0 \) means the prediction accuracy given by the original data and \( s = 1 \sim 60 \) means that given by the \( s \)-th surrogate data set. Finally, we calculate the z-score by

\[
z = \frac{C_r-E[C_r(s)]}{\sqrt{Var[C_r(s)]}} \text{ or } z = \frac{C_\sigma-E[C_\sigma(s)]}{\sqrt{Var[C_\sigma(s)]}}
\]

If \( z > 1.645 \), we can conclude that the original time-series data has nonlinear property by the 5\% significance level because this nonlinear property is available for the nonlinear prediction, and consequently the prediction accuracy of the original data is better than those of the surrogate data sets.

Tables 2 and 3 show the results. According to Table 2, the return rate \( r_i \) hardly has nonlinearity in most markets and periods. This means that the advantage of using the NAR model is not large. However, in American market during the period 2, we can see the rejection of 10 percent. On the other hand, the residual \( |\epsilon_i| \) shows more number of rejections especially during the period 1. This means that the residual \( |\epsilon_i| \) has some nonlinearity and the NARCH model is useful to predict the volatility \( \sigma_i \). However, the number of rejections is reduced during the period 2.

5. Predictive Performance of Each Model

Next, by using the test data shown in Table 1 as the out-of-sample data, we investigate the prediction accuracies \( (C_r \text{ and } C_\sigma) \) of each model. Moreover, we performed the Wilcoxon signed-rank test to examine

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Details of the stock data used for all simulations.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Japanese market</td>
</tr>
<tr>
<td>Period 1</td>
<td>The number of stocks</td>
</tr>
<tr>
<td></td>
<td>Test data</td>
</tr>
<tr>
<td>Period 2</td>
<td>The number of stocks</td>
</tr>
<tr>
<td></td>
<td>Test data</td>
</tr>
</tbody>
</table>
Table 2 The number of stocks rejected by the FS surrogate data test of the return rate $r_t$.

<table>
<thead>
<tr>
<th></th>
<th>Japanese market</th>
<th>American market</th>
</tr>
</thead>
<tbody>
<tr>
<td>Period 1</td>
<td>3 (1.5%)</td>
<td>27 (10%)</td>
</tr>
<tr>
<td>Period 2</td>
<td>10 (1.7%)</td>
<td>14 (5%)</td>
</tr>
</tbody>
</table>

Table 3 The same as Table 2, but the FS test of the residual $|e_t|$ given by the AR or NAR model.

<table>
<thead>
<tr>
<th></th>
<th>Given by the AR model</th>
<th></th>
<th>Given by the NAR model</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Japanese market</td>
<td>American market</td>
<td>Japanese market</td>
<td>American market</td>
</tr>
<tr>
<td>Period 1</td>
<td>66 (32%)</td>
<td>82 (30%)</td>
<td>66 (32%)</td>
<td>81 (30%)</td>
</tr>
<tr>
<td>Period 2</td>
<td>38 (6%)</td>
<td>7 (2%)</td>
<td>46 (8%)</td>
<td>6 (2%)</td>
</tr>
</tbody>
</table>

the improvement by modifying the original AR-ARCH model into our nonlinear versions: the NAR, the AR-NARCH, the NAR-ARCH, and the NAR-NARCH models. If the $p$-value is less than 0.05, we can conclude that our modification can improve the prediction accuracy.

Table 4 shows the results of the return rate $r_t$, and Table 5 shows those of the residual $|e_t|$ derived from the AR or NAR model. Compared to the FS surrogate data tests, rather positive results are shown. In Table 4, we can see the improvement of $C_r$ by the NAR model during the period 1. Moreover, in Table 5, we can see that of $C_r$ by NARCH model in every market and period. Although the surrogate data tests cannot aggressively support the nonlinearity hidden in real stock data, the prediction accuracy shows the improvement given by our modification into nonlinear versions. This reason is that our nonlinear models use the hyper surface to approximate $F_1$ and $F_2$ of Eqs. (13) and (14), and this hypersurface intensively includes the hyperplane approximated by the linear AR and/or ARCH model. In addition to this, Tables 4 and 5 finally conclude that our NAR-NARCH model is the best.

6. Conclusions

We modified the original AR-ARCH model into some nonlinear versions by applying a nonlinear approximation method. To confirm the validity of our modification, we performed the FS surrogate data tests and compared the fitting performance of each model to the learning data. Although the surrogate data tests do not aggressively support the nonlinearity of real stock data, we could confirm that the predictive
performance of the test data is improved by our modification into nonlinear versions. This improvement was also confirmed by the statistical significant tests, and especially the NAR-NARCH model could realize the most significant improvement.
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