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Abstract: Understanding the behavior of companies in market conditions has been an important topic of studies for the economists and mathematicians. Many companies have treated their relationship of service providers as a game. Thus, the attitudes of the players can be endowed with rational thinking, which leads to the conclusion that the use of game theory as a tool to understand such behavior is of great importance. Based on the previous studies, this paper presents a study on the cooperative game theory, discussing the Nash equilibrium in pure and mixed strategies, treating solutions using the minimax John Von Neumann theorem and illustrating a mathematical modeling of a game theory problem. Furthermore, a solution of linear programming using Microsoft Excel is also proposed and presented. The methodology adopted to model the problem may help students to familiarize themselves to game theory.
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1. Introduction

Understanding the behavior of companies in market conditions has been an important topic of studies for the economists and mathematicians. According to Ref. [1], the impact of decisions in organizations is interdependent and has been widely discussed in the microeconomic literature since the 19th century.

Currently, many companies have treated their relationship of service providers as a game, and the game, as such, takes into account the attitudes of their players who aim to maximize their interests. According to Ref. [2], the game has achieved greater prominence as a methodology and should prepare players to make their companies competitive in relation to the market.

In turn, as the attitudes of the players can be endowed with rational thinking, we conclude that the game is about strategies, which leads us to moderate the use of game theory as a tool to understand such behavior.

Game theory has become of great importance for the modern economic thinking. It can be considered as a methodology and has been used in various fields of science, such as biology [3], engineering [4], economics [5, 6], politics [7, 8] and among others, in order to organize mathematically possible decisions of players in the middle of a game.

Based on those studies, this work weaves a theoretical basis on the Theory of Cooperative Games, illustrating the Nash equilibrium in pure and mixed strategies, addressing solutions to a game using the minimax and maximin theorems of John Von Neumann. Finally, a mathematical model (linear programming) of a problem with our solution is modeled in a Microsoft Excel spreadsheet.

The paper is organized as follows: Section 2 presents a brief overview of fundamental theory; Section 3 discusses a mathematical modeling of our proposed game and presents a model in an Excel spreadsheet; and Section 4 gives conclusions and presents future work.
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2. Fundamental Theory

This section presents some fundamental aspects and a theory that the authors consider important to offer a better understanding of this work. We discuss the Nash equilibrium and the minimax theorem.

2.1 Strategic Solution or Nash Equilibrium

A strategic solution to a game or Nash equilibrium is a point (or several points), where each player has no incentive (since the objective in the game is for each player to maximize their rewards) to change its strategy if the other players also do not.

The definition of Nash equilibrium: we say that a strategy profile \( \sigma = (s'_1, s'_2, ..., s'_{i-1}, s'_i, s'_{i+1}, ..., s'_n) \in S \) is a Nash equilibrium if

\[
\forall i = 1, ..., n \text{ and } \forall j = 1, ..., m_i \text{ with } m_i \geq 2, \text{ where, } u_i \text{ is the utility function or payoff of a player } g_i, \text{ } s'_i \text{ is a given strategy of a player } g_i, \text{ } s'_{-i} \text{ is a given strategy of some other players (with exception of } g_i \text{) and the symbol (*) represents that the strategy is a Nash equilibrium.}
\]

A strategy \( s'_i \) of a player \( g_i \) is considered to be the best move to a particular strategy \( s'_{-i} \) of another player, if there is no other strategy available for the player \( g_i \) to provide him/her a better reward to the chosen strategy. This concept should be extended to all players, i.e., the Nash equilibrium is a solution to the game in which all strategies taken by all players are always the best strategic solutions to the strategies adopted by other players.

Among the classical problems in the literature on game theory, the battle of the sexes [9, 10] is a fictional situation in which a couple has to decide on the program they will participate. The problem describes three options: go to a football match, go to the theater or not to go anywhere. This problem is reported as a problem of pure strategies.

When a player \( g_i \) decides alternately to choose a strategy \( s_i \) among all its other strategies, assigning each a weight (probability) and not deciding any strategy by choosing one (pure), we say that the player is using a mixed strategy. All elementary considerations used for games with pure strategies can be extended to mixed strategies.

According to Ref. [11], a mixed strategy \( p_i \) for the player \( g_i \in G \) is a probability distribution over the set \( S_i \) of pure strategies of the player, i.e., \( p_i \) is a member of the set

\[
\Delta_m = \left\{(x_1, x_2, ..., x_m) \in \mathbb{R}^m \mid x_j \geq 0, ..., x_m \geq 0 \text{ and } \sum_{k=1}^m x_k = 1 \right\}
\]

Thus, if \( p_i = (p_{i1}, p_{i2}, ..., p_{im_i}) \), then,

\[
p_{i1} \geq 0, p_{i2} \geq 0, ..., p_{im_i} \geq 0 \text{ and } \sum_{k=1}^{m_i} p_{ik} = 1
\]

The space of all mixed strategy profiles is the Cartesian product, \( \Delta = \Delta_{m_1} \times \Delta_{m_2} \times ... \times \Delta_{m_n} \), and this space is called a mixed strategy. A vector \( p \in \Delta \) is called a profile of mixed strategy. As in pure strategies, we will use the notation \( p_{-i} \) to represent the strategies of all players except the player \( g_i \) himself.

Each mixed strategy profile \( p = (p_1, p_2, ..., p_n) \in \Delta \) determines an expected payoff of a weighted average of the payoffs, by probability distributions \( p_1, ..., p_n \).

More precisely, if

\[
p = (p_1, p_2, ..., p_n)
\]

\[
p = (p_{11}, p_{12}, ..., p_{1m_1}; p_{21}, p_{22}, ..., p_{2m_2}; ..., p_{n1}, p_{n2}, ..., p_{nm_n})
\]

then,

\[
u_i(p) = \sum_{j_1=1}^{m_1} \sum_{j_2=1}^{m_2} ... \sum_{j_n=1}^{m_n} \left( \prod_{k=1}^n p_{kj_k} u_i(s_1^1, s_2^{j_2}, ..., s_n^{j_n}) \right)
\]

A set of mixed strategies much discussed in the literature is the game of choice between face and crown coins, known as matching pennies, which can be studied in Refs. [9, 12].

2.2 Minimax Theorem and Mixed Strategies

It follows below the John Von Neumann minimax theorem for problems with mixed strategies.
Minimax theorem: if mixed strategies are allowed, the pair of mixed strategies which is great according to the minimax criterion provides a stable solution $v = \bar{v} = \bar{v}$, so that no player can improve their situation by changing its strategy.

Theorem: a strategy profile $(p^*, q^*)$ is a Nash equilibrium of a two-player game with constant sum defined by the payoff matrix of the row player $A = (a_{ij})_{mn}$ if and only if

$$\max \min a_{kl} = \min \max a_{kl} = p^* A q^*$$

Theorem (Von Neumann minimax): for every zero-sum game with two players represented by the payoff matrix of the row player, there is always a mixed strategy profile $(p^*, q^*)$ satisfying

$$v_1(A) = \max_{p \in \Delta_m} \min_{q \in \Delta_n} p^T A q^*$$

$$= \min_{q \in \Delta_n} \max_{p \in \Delta_m} p^T A q = v_c(A)$$

In particular, it is a Nash equilibrium of the game [13].

3. Results and Discussion

We first begin by presenting/modeling a game of two players (politicians), each with three strategies. The players payoff matrix is shown in Table 1.

Considering the game is between two candidates for mayor of a given city, it is fundamental that they plan ahead the last two days of the campaign. Politicians intend to campaign in two different neighborhoods (B and FL). Each candidate may perform three strategies: campaign two days in B, campaign two days in FL or campaign one day in each neighborhood.

With a brief analysis, it is concluded that this game does not have a minimax solution in pure strategies because it is a game with no saddle point. According to Table 1, selecting the maximum result from line one (2), the maximum result from line two (5) and the maximum from line three (3), the minimum of the maximum is equal to 2, thus, minimax = 2. Now, selecting the minimum result of column one (0), the minimum result of column two (-2) and the minimum value from column three (-4), the maximum of the minimum is equal to 0, thus, maximin = 0. Since minimax $\neq$ maximin, then the game does not have a solution in pure strategies. Let us try a linear programming approach to find the solution to this problem.

According to Ref. [14], the linear programming problems are business situations (problems of production, resource allocation, workforce planning and among others) that can be described-modeled mathematically in an organized manner through functions and equations, and thus, with their solutions simulate real situations and find alternatives with the needs of organizations. So the problem of player A can be written as:

$$\text{Max } Z = v$$

such as:

$$v - 0x_1 - 5x_2 - 2x_3 \leq 0$$
$$v + 2x_1 - 4x_2 - 3x_3 \leq 0$$
$$v - 2x_1 + 3x_2 + 4x_3 \leq 0$$
$$x_1 + x_2 + x_3 = 1$$
$$x_1, x_2, x_3 \geq 0$$
$$v \text{ free}$$

The previous model can be solved using a linear programming software, however, this time, we will use an electronic Microsoft Excel tool to assist in the modeling and resolution (proposal of this paper).

Fig. 1 illustrates the data entered in a Microsoft Excel spreadsheet. The only cells that have formulas are:

- D3 cells (= G4), which is the objective function of the cell and receives the value of the variable “$v$”;
- J9 (=D9*G4+E9*H4+F9*I4+G9*J4), which is the restriction of one model;
- J10 (=D10*G4+E10*H4+F10*I4+G10*J4), which is the second constraint model;
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Fig. 1  Modeling in Excel.

- J11  \(=D11*G4+E11*H4+F11*I4+G11*J4\), which is the third constraint model;
- J12  \(=D12*G4+E12*H4+F12*I4+G12*J4\), which is the fourth constraint model.

Following, one can click in the Microsoft Excel tool/data tab, and then tool/solver tab (if the tab solver exists, the user must customize his toolbar from the main menu, looking for the commands tab, then supplements and clicking solver). Fig. 2 illustrates the new window that pops up. The user must define the purpose by clicking in cell D3, then set up if the problem is the maximum or minimum (maximum in this case). When changing the variable cells, the user must place the cells of the variables \((SG54:JS54)\), and then click add. A new window will pop up and the user must click on cell reference in cell (J9), the inequality \((\leq)\) is already correct and in the restriction tab, the user must click in cell K9. Click ok and perform the previous procedure to other restrictions.

Finally, one can click on the solve button and then ok. The solution will appear as shown in Fig. 3.

The spreadsheet shows the following solution for the player A \((v, x_1, x_2, x_3) \approx (0.1818; 0.6363; 0.3636; 0) \approx \left(\frac{4}{11}, \frac{7}{11}, \frac{2}{11}, 0\right)\), i.e., player A should use the strategy seven times in every 11 attempts, the strategy four times two in every 11 attempts and discard the third strategy, getting the payoff \(\max v = \frac{2}{11}\). The solution for player B may be constructed analogously.

Fig. 2  Tools solver.

Fig. 3  Solution for the game.

4. Conclusions

This work showed a theoretical treatment for beginners who aim to know game theory, illustrating a game and a discussion of its solution (Nash equilibrium for pure strategies) and a game and a discussion of its solution (Nash equilibrium for mixed strategies).

According to Ref. [15], in game theory, if there are marked differences between the Nash equilibrium and the predicted results, then probably there was some sort of misunderstanding on the part of players (decision makers), or one of the players may not have understood clearly the priorities of his opponent, or one of them may not have understood the game or not being rational in their decisions.

This work also illustrated the minimax theorem of John von Neumann and an example problem with two players and three strategies. Here we show how to formalize the mathematical modeling of the problem
and how to build a step-by-step modeling using a Microsoft Excel spreadsheet.

As future work we intend to implement a more generic game that may be accessed over the Internet.
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